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This fact sheet collects the recommendations from Chapter 5: “Financial 
Regulatory Agencies” of the joint report from Governing for Impact (GFI) and the 
Center for American Progress, “Taking Further Agency Action on AI: How Agencies 
Can Deploy Existing Statutory Authorities To Regulate Artificial Intelligence.” The 
chapter notes how artificial intelligence (AI) is poised to affect every aspect of the 
U.S. economy and play a significant role in the U.S. financial system, leading finan-
cial regulators to take various steps to address the impact of AI on their areas of 
responsibility. The impacts of AI on consumers, banks, nonbank financial institu-
tions, and the financial system’s stability are all concerns to be investigated and 
potentially addressed by regulators using numerous existing authorities. The goal 
of these recommendations is to provoke a generative discussion about the follow-
ing proposals, rather than outline a definitive executive action agenda. This menu 
of potential recommendations demonstrates that there are more options for agen-
cies to explore beyond their current work, and that agencies should immediately 
utilize existing authorities to address AI. 

In this fact sheet, the term “U.S. financial regulatory agencies” includes the 

federal banking and credit union agencies, financial markets regulators, and 

executive branch agencies. Specifically, in this fact sheet, these agencies include 

the Treasury Department, the Office of the Comptroller of the Currency (OCC); 

the Board of Governors of the Federal Reserve System; the Federal Deposit 

Insurance Corporation (FDIC); the Commodity Futures Trading Commission 

(CFTC); the National Credit Union Administration (NCUA); the Securities and 

Exchange Commission (SEC); the Consumer Financial Protection Bureau (CFPB); 

the Financial Stability Oversight Council (FSOC), which is chaired by the sec-

retary of the treasury; and, to some extent, the Financial Industry Regulatory 

Authority (FINRA), the self-regulatory organization for securities brokers, which 

is overseen by the SEC. It should be noted that other federal agencies not listed 

here also have financial regulation responsibilities and authorities that could 

potentially be used to address AI. 

https://www.americanprogress.org/article/taking-further-agency-action-on-ai/
https://www.americanprogress.org/article/financial-regulatory-agencies-chapter/
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Bank Secrecy Act 

Relevant agencies: Treasury Department, Federal Reserve, Office of the Comptroller of the 
Currency, Federal Deposit Insurance Corporation, National Credit Union Administration, 
Securities and Exchange Commission, Commodity Futures Trading Commission

Using this authority, the Federal Reserve, OCC, FDIC, SEC, and CFTC could con-
sider the following actions:

	■ Regulate how institutions’ customer identification and suspicious activity 

reporting programs use AI. As AI becomes more integrated into financial systems, 
it can help institutions monitor and analyze transactions for Bank Secrecy Act 
(BSA) compliance more effectively, detecting anomalies or patterns indicative of 
illicit activities. However, regulators must be cognizant of the harms of offloading 
such an important law enforcement task to AI systems and should outline best 
practices for implementing AI systems and require institutions to develop 
standards for how they use AI to automate anti-money laundering tasks.

	■ Require banks to periodically review their BSA systems to ensure accuracy 

and explainability. Accurate and timely reports of suspicious activities must 
be balanced against financial privacy and the Financial Crimes Enforcement 
Network’s ability to review the reports it receives. Regulators must ensure the 
AI institutions’ BSA systems use is accurate and can explain why activities are 
suspicious and therefore flagged. Regulators should require institutions to 
periodically review their AI—perhaps by hiring outside reviewers—to ensure 
continued accuracy and explainability to expert and lay audiences. Examiners 
must be able to review source code and dataset acquisition protocols.

Gramm-Leach-Bliley Act: Disclosure of nonpublic 
personal information 

Relevant agencies: Federal Reserve, Office of the Comptroller of the Currency, Federal 
Deposit Insurance Corporation, National Credit Union Administration, Securities and 
Exchange Commission, Commodity Futures Trading Commission, Consumer Financial 
Protection Bureau

The regulators should make further use of this authority to ensure resiliency against 
AI-designed cyber threats, including the following actions:

	■ Require third-party AI audits for all institutions. AI audits should be required for all 
institutions. Larger institutions can bring this practice in-house, depending on the 
ecosystem that develops around AI audits. However, smaller financial institutions 
may lack the staff and funding for in-house expertise or AI red-teaming but still 
need to mitigate AI risk. Accordingly, small institutions should undergo AI security 
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audits by qualified outside consultants to determine where vulnerabilities lie. 
These audits help identify and address any vulnerabilities in AI systems that might 
be exploited by cyber threats, thus enhancing overall cybersecurity measures. This 
includes risks that cybercriminals could use AI to impersonate clients such that 
institutions inadvertently release customer information erroneously, believing 
that they are interacting with their clients. Regulators should set out guidelines for 
appropriate conflict checks and firewall protocols for auditors.

	■ Require red-teaming of AI for the largest institutions. AI red-teaming is defined 
as “a structured testing effort to find flaws and vulnerabilities in an AI system, 
often in a controlled environment and in collaboration with developers of AI.”1 
The largest firms should already be utilizing red-teaming for their AI products. 
In addition, they should be running red team/blue team exercises, and the 
agencies should require the teams to incorporate AI into their efforts. Using 
AI can significantly increase the speed at which red teams can find and exploit 
vulnerabilities, leaving blue teams at a significant disadvantage.2 Firms must 
know how malicious actors can use AI to attack their infrastructure to defend 
against it effectively. Banks and other financial institutions must conduct AI red-
teaming to fortify their cyber defenses and proactively identify vulnerabilities.

	■ Require disclosure of annual resources on AI cybersecurity and AI risk 

management and compliance. Financial institutions must disclose their annual 
resources dedicated to cybersecurity and AI risk management and compliance, 
which is crucial for transparency and accountability. Given the escalating reliance 
on AI-driven technologies in banking operations, the potential vulnerabilities 
and risks associated with cyber threats amplify significantly. By mandating such 
disclosures, stakeholders, including customers, regulators, and investors, gain 
valuable insights into a bank’s commitment to mitigating cyber risks through AI.

Equal Credit Opportunity Act 

Relevant agency: Consumer Financial Protection Bureau

Using this authority, the CFPB could consider the following actions:

	■ Require lenders to periodically review their lending systems to ensure 

explainability and that no new discriminatory activity applies. Research suggests 
that AI-based systems may result in lending decisions that have a disparate 
impact,3 which is a violation of the Equal Credit Opportunity Act (ECOA).4 The 
CFPB has already indicated in guidance that AI-based lending systems cannot be 
used when those systems “cannot provide the specific and accurate reasons for 
adverse actions.”5 Nevertheless, the CFPB should require lenders making lending 
decisions using AI to periodically review those systems—perhaps by hiring 
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outside reviewers—to ensure explainability to expert and lay audiences and to 
confirm that discrimination does not inadvertently creep in as new data are used. 
Examiners must review source code and dataset acquisition protocols.

	■ Prohibit lenders from using third-party credit scores and models developed with 

unexplainable AI. Many lenders use credit scores or other sources of information 
from third parties, which themselves may use AI to create those ratings.6 The 
CFPB should prohibit lenders from using unexplainable scores or models to avoid 
fair lending requirements and require all lenders subject to the ECOA to obtain 
information about the explainability of their third-party service providers’ AI.

	■ Require lenders to employ staff with AI expertise. As described above, many 
lenders rely on third-party models for lending decisions. Given the pitfalls of 
algorithmic lending decisions, these firms must maintain diverse teams that 
include individuals with AI expertise to understand how such models operate and 
can introduce bias into firms’ lending decisions. These experts are necessary to 
identify and mitigate potential biases or unintended consequences of algorithmic 
decision-making. The 2023 executive order on AI required federal agencies to 
appoint chief artificial intelligence officers (CAIOs),7 whose duties were further 
outlined in the OMB M-24-10 AI guidance.8 The CFPB should follow that model 
to require firms to similarly designate a CAIO or designate an existing official to 
assume the duties of a CAIO.

Fair Credit Reporting Act 

Relevant agency: Consumer Financial Protection Bureau

As it relates to AI, the CFPB should consider using this authority to take the follow-
ing actions:

	■ Require credit reporting agencies to describe whether and to what extent AI 

was involved in formulating reports and scores. Although the CFPB has issued 
guidance making clear that the ECOA requires lenders to make their AI systems 
explainable,9 it has yet to do the same with credit reporting agencies. Given that 
AI-based systems may result in the creation of credit scores that will result in a 
disparate impact, the CFPB should use its authority over credit reporting agencies 
to make clear that the AI used to generate credit scores should describe the extent 
to which AI was used and ensure the scores are explainable.

	■ Require credit reporting agencies to periodically review their AI systems to 

ensure explainability and that no new discriminatory activity applies. Beyond 
simply requiring credit reporting agencies’ AI systems to be explainable to expert 
and lay audiences, the CFPB should also require the agencies to periodically 
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review their systems to ensure continued explainability as new data are 
introduced. CFPB examiners must be able to review source code and dataset 
acquisition protocols.

	■ Require credit reporting agencies to provide for human review of information 

that consumers contest as inaccurate. As part of the U.S.C. § 1681i “reasonable 
reinvestigation” mandate, credit reporting agencies should be required to have a 
human conduct the reinvestigation of AI systems’ determinations and inputs.10 
Since AI-based systems may use black-box algorithms to determine credit scores 
or inputs that create credit scores, individually traceable data are required for 
adequate human review. As noted above, general explainability is important but 
would not be sufficient to allow human reviewers to correct potentially erroneous 
information under the Fair Credit Reporting Act (FCRA).

	■ Given the preceding recommendation, require users of credit reports to inform 

consumers of their right to human review of inaccuracies in AI-generated reports 

in adverse action notices, per 15 U.S.C. § 1681(m)(4)(B).

	■ Update model forms and disclosures to incorporate disclosure of AI usage. Given 
the CFPB’s mandate that credit reporting agencies and users of credit reports 
use model forms and disclosures, the CFPB should update those forms to include 
spaces for model form users to describe their AI usage.

Importantly, “consumer reports” under the FCRA include those that provide 
information used “in establishing the consumer’s eligibility for … employment 
purposes.”11 “Employment purposes” include the “purpose of evaluating a consumer 
for employment, promotion, reassignment or retention as an employee.”12 The 
CFPB should consider several policy changes to explicitly address electronic surveil-
lance and automated management (ESAM) used by employers:

	■ Require purveyors of workplace surveillance technologies to comply with the 

FCRA. As AI firms become increasingly used to mine data provided by employers, 
it is important that ESAM software companies be considered credit reporting 
agencies and comply with the corresponding restrictions. The CFPB should 
consider adding such companies to its list of credit reporting agencies13 and issue 
supervisory guidance explaining the circumstances under which ESAM companies 
act as credit reporting agencies and the corresponding responsibilities that they 
entail for ESAM companies and employers.

	■ Ensure ESAM technologies used by employers comply with the FCRA. If the 
CFPB provides that these technology providers are credit reporting agencies, the 
CFPB must also make clear that users of their software comply with the FCRA. 
Accordingly, the CFPB should consider modifying its “Summary of Consumer 
Rights” to include information about employee FCRA rights concerning 
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employers’ use of ESAM technologies.14 It should also consider modifying 
“Appendix E to Part 1022” to identify how employers furnishing employee data to 
ESAM technology companies and data brokers must ensure the accuracy of their 
furnished information.15

Community Reinvestment Act 

Relevant agencies: Federal Reserve, Office of the Comptroller of the Currency, Federal 
Deposit Insurance Corporation

The federal banking regulators should consider using their authority to:

	■ Require banks to indicate whether they use AI to comply with Community 

Reinvestment Act (CRA) regulations and, if so, require those systems to be 

explainable. Given AI systems’ abilities to wade through mountains of information 
and identify the most profitable outcomes, banks may use them to game CRA 
regulations. For example, banks may use AI to help determine the most optimal 
assessment areas for profitability purposes. Regulators should require banks to 
disclose if they use AI to comply with the CRA or with regulations promulgated 
thereunder. In addition, these AI systems should be required to be explainable to 
expert and lay audiences to ensure that designated assessment areas are logical. 
Examiners must be able to review source code and dataset acquisition protocols.

Consumer Financial Protection Act: UDAAP authority 

Relevant agency: Consumer Financial Protection Bureau

Using this authority, the CFPB should consider the following actions:

	■ Require financial institutions’ consumer-facing AI systems to accurately respond 

to customer inquiries and execute transactions subject to strict consumer 

protection standards, periodically reviewing consumer-facing AI systems to 

ensure accuracy and explainability. As institutions begin using AI chatbots to 
communicate with customers, these systems must provide consumers with 
accurate information about their accounts, their firms’ policies and procedures, 
and the law. In addition, as these AI systems begin to be used for more than 
simply providing information—such as executing customers’ money transfers 
or asset purchases—it is imperative that they accurately and effectively execute 
transactions according to customers’ wishes and execute only transactions that 
are legal and comply with firms’ policies. The CFPB must ensure that institutions’ 
consumer-facing AI systems are accurate in all respects and require, through 
rulemaking, periodic review of their systems to ensure accuracy.
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	■ Require AI red-teaming and red team/blue team exercises for the largest 

institutions. The CFPB’s unfair, deceptive, or abusive acts or practices (UDAAP) 
authority can be used to prohibit the inadvertent disclosure of consumers’ 
information at institutions not subject to the Gramm-Leach-Bliley Act.16 
Nonbank consumer financial service providers hold a wealth of information 
about customers off of which malicious AI systems feed, and they may be liable 
for customer losses stemming from AI-enabled fraud.17 With AI red-teaming18 
or red team/blue team exercises, the red team attempts to attack a company’s 
information technology infrastructure while the blue team defends against such 
hacks. The largest firms should already be utilizing AI red-teaming and red team/
blue team exercises, but given that real-world attackers have AI at their disposal, 
the agencies should require this. Having teams use AI can significantly increase 
the speed with which red teams can find and exploit vulnerabilities, leaving blue 
teams at a significant disadvantage.19 Firms must understand how malicious actors 
can use AI to attack their infrastructure and defend against it. Institutions must 
conduct AI red-teaming and red team/blue team exercises leveraging AI to fortify 
their cyber defenses and proactively identify vulnerabilities.

	■ Require third-party AI audits for all institutions. AI audits should be required by all 
institutions. Larger institutions can bring this practice in-house, depending on the 
ecosystem that develops around AI audits. However, smaller financial institutions 
may lack the staff and funding for in-house expertise or AI red-teaming or 
red team/blue team exercises20 but still need to mitigate AI risk. Accordingly, 
small institutions should be required to undergo AI security audits by outside 
consultants to determine where vulnerabilities lie. These audits help identify and 
address any vulnerabilities in AI systems that might be exploited by cyber threats, 
thus enhancing overall cybersecurity measures. The CFPB may require such audits 
because failure to do so while claiming accurate and secure systems is unfair. 
Regulators should set guidelines for appropriate conflict checks and firewall 
protocols for auditors. 

	■ Require disclosure of annual resources dedicated to cybersecurity and AI risk 

management and compliance. Requiring nonbank consumer financial service 
providers to disclose their annual resources dedicated to cybersecurity and AI 
risk management and compliance is crucial for transparency and accountability. 
Given the escalating reliance on AI-driven technologies in financial institution 
operations,21 the potential vulnerabilities and risks associated with cyber 
threats amplify significantly. The CFPB could enact regulations mandating such 
resource disclosures for spending on cybersecurity and AI risk management and 
compliance. By mandating such disclosures, stakeholders, including customers, 
regulators, and investors, would gain valuable insights into the extent of an 
institution’s commitment to mitigating cyber risks through AI.
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Federal Deposit Insurance Act, Federal Credit Union Act, 
and Bank Holding Company Act 

Relevant agencies: Federal Reserve, Office of the Comptroller of the Currency, Federal 
Deposit Insurance Corporation, National Credit Union Administration

Using these authorities, the Federal Reserve, FDIC, OCC, and NCUA should con-
sider the following actions:

	■ Require financial institutions’ customer-facing AI systems to accurately respond 

to customer inquiries and execute transactions subject to strict standards, and 

require those institutions to periodically review their customer-facing AI systems 

to ensure accuracy and explainability. As institutions begin using AI chatbots to 
communicate with customers, these systems provide customers with accurate 
information about their accounts, their firms’ policies and procedures, and the law. 
In addition, as these AI systems begin to be used for more than simply providing 
information—such as executing customers’ money transfers or asset purchases—
it is imperative that they accurately and effectively execute transactions according 
to customers’ wishes and execute only transactions that are legal and within firms’ 
policies. Regulators must ensure that institutions’ customer-facing AI systems are 
accurate and require periodic reviews of their systems to ensure accuracy.

	■ Ensure banks’ capital structures can withstand sudden and deep withdrawals 

of customer deposits or losses from banks’ risk management processes. Banks’ 
corporate clients are likely to begin using AI systems for treasury management—
including bank deposits—and there are likely to be only a small number of 
providers of such systems, given the large computing power necessary for 
effective AI.22 AI-based treasury management systems may automatically 
move all firms’ cash, simultaneously creating significant movements of cash 
between financial institutions in short periods of time that result in sudden 
and significant drops in customer deposits. Regulators must ensure that banks 
maintain sufficient shareholder capital and high-quality liquid assets that enable 
them to withstand such shifts without failing.

	■ Require that AI systems that are parts of banks’ capital, investment, and other 

risk management models be explainable. Banks today use various systems to 
automate their capital management strategies, evaluate investment opportunities, 
and otherwise mitigate risk. They will inevitably use AI for these and other 
purposes that have significant effects on their profitability and stability. The 
banking agencies already review firms’ risk management practices regarding the 
various models they use, and regulators should do the same with AI. Specifically, 
all AI systems must be explainable to expert and lay audiences. Examiners must be 
allowed to review source code and dataset acquisition protocols. 
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	■ Ensure firms may move between different AI systems before they contract 

for one system. The sheer amount of computing power involved in generative 
AI means that most financial institutions will not develop their own systems 
in-house; instead, they will license software from a few competing nonfinancial 
institutions.23 Financial firms must be able to move between different and 
competing AI systems to avoid lock-in. Accordingly, regulators should make it 
a prerequisite for using AI that any system adopted from a third-party service 
provider allows for easy transition to a competing system upon the contract’s 
expiration. Regulators must ensure that there are many—for example, at least 
five—providers of AI software for banks that provide for base interoperability, so 
that not all institutions are using the same one or two pieces of software.

	■ Require disclosure of annual resources dedicated to cybersecurity and AI risk 

management and compliance. Financial institutions must disclose their annual 
resources dedicated to cybersecurity and AI risk management and compliance, 
which is crucial for transparency and accountability. Given the escalating reliance on 
AI-driven technologies in banking operations, the potential vulnerabilities and risks 
associated with cyber threats amplify significantly. By mandating such disclosures, 
stakeholders, including customers, regulators, and investors, gain valuable insights 
into the extent of a bank’s commitment to mitigating cyber risks through AI. Bank 
and credit union annual disclosures could provide these disclosures. 

Dodd-Frank Act: Systemic risk designation 

Relevant agency: Financial Stability Oversight Council

Using its financial market utilities (FMU) designation authority, the FSOC should 
consider the following actions in the event that major providers of AI services reach 
a level of systemic importance to warrant oversight under these authorities:

	■ Designate major providers of AI services to financial institutions as systemically 

important if they reach an adoption level that creates vulnerability. It may 
appear incongruous at first glance to designate AI service providers as not only 
systemically important but also as systemically important FMUs. They do not 
facilitate payments, are not clearinghouses, do not provide for settlement of 
financial transactions, nor do they engage in significant financial transactions 
with counterparties. However, providers of AI services to the largest and most 
systemically important financial institutions could still meet the FSOC’s two 
determinations if they become so important to traders and market makers that, if 
the AI systems stop working for those firms, it “could create, or increase, the risk 
of significant liquidity or credit problems [in the markets].”24 
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Consider, for example, that market makers such as investment banks use AI 
systems to facilitate trades. If those systems stop working or execute faulty 
trades, significant liquidity could be removed from the markets, causing asset 
prices to drop precipitously along with financial instability. Similar arguments 
may be made for brokers using AI to manage their funding needs: If AI systems 
stop working, those brokers could lose access to funding sources, causing them 
to collapse. And the same is potentially true for high-frequency traders using 
AI to manage their trades—as faulty AI systems could result in flash crashes. 
Accordingly, the FSOC should monitor which AI systems are relied on by signifi-
cant players in the markets and consider designating them as systemically impor-
tant if their failure could threaten the stability of the U.S. financial system.

	■ Designate the cloud service providers to those firms designated as systemically 

important. AI systems rely on cloud service providers, such as Amazon Web 
Services or Microsoft Azure, to operate; thus, if these cloud providers fail, AI 
systems also fail.25 Indeed, AI programs run on cloud providers’ servers and 
require cloud providers’ computing power to conduct the large-scale language 
processing required for AI. To the extent that AI software is of systemic importance 
to the financial system and may pose systemic risks if it fails, the fact that AI 
software cannot operate without cloud providers means that cloud providers 
are also of systemic importance to the financial system and may pose systemic 
risks themselves. This is not a new idea; members of Congress and advocacy 
organizations have previously called for such designation.26 However, the rise of 
AI gives this proposal new urgency. Accordingly, once the FSOC identifies which 
AI systems are systemically important, it should determine the cloud providers on 
which they rely and consider designating them as systemically important. 

Securities Exchange Act of 1934 

Relevant agency: Securities and Exchange Commission

Using this authority, the SEC should consider the following actions:

	■ Require that AI systems that are parts of brokers’ capital, investment, and 

other risk management models be explainable. Brokers use a variety of 
systems to automate their capital management strategies, evaluate investment 
opportunities, and mitigate risk. They will inevitably use AI for these and other 
purposes that significantly affect their profitability and stability. The SEC already 
regulates brokers’ risk management models,27 and it should do the same with AI. 
Specifically, all AI systems must be explainable to expert and lay audiences. The 
SEC should also ensure that it and FINRA’s examiners may review source code 
and dataset acquisition protocols.
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	■ Require brokers’ customer-facing AI systems to accurately respond to customer 

inquiries and execute transactions subject to strict investor protection standards, 

with those brokers periodically reviewing their customer-facing AI systems 

to ensure accuracy and explainability. As institutions begin using AI chatbots 
to communicate with customers, these systems must provide clients with 
accurate information about their accounts, their policies and procedures, and 
the law. In addition, as these AI systems are used for more than simply providing 
information—such as executing customer trades—it is critical that they accurately 
and effectively execute transactions according to customers’ wishes and execute 
only transactions that are legal and within firms’ policies. The SEC must ensure 
that brokers’ customer-facing AI systems undergo periodic review to ensure 
accuracy through third-party audits.

	■ Require brokers using AI systems to make investment recommendations to 

ensure those systems are explainable and operate in clients’ best interests. There 
may come a day when AI systems are used to make investment recommendations. 
Before that occurs, the SEC must make clear that any AI systems used 
for that purpose must comply with existing rules that require investment 
recommendations to be in clients’ best interests.28 Among other things, AI 
systems must be explainable to expert and lay audiences. Brokers must also be 
able to explain why their recommendations are not provided based on conflicts 
of interest. Furthermore, the SEC should require brokers using AI to make 
investment recommendations to periodically review those systems and ensure 
that examiners may review source code and dataset acquisition protocols.

	■ Require red-teaming of AI for exchanges, alternative trading systems, and 

clearinghouses. AI red-teaming is defined as “a structured testing effort to find 
flaws and vulnerabilities in an AI system, often in a controlled environment and in 
collaboration with developers of AI.”29 The largest firms should already be utilizing 
red teaming for their AI products. In addition, they should be running red team/
blue team exercises, and the agencies should require the teams to incorporate 
AI into their efforts. Using AI can significantly increase the speed with which 
red teams can find and exploit vulnerabilities, leaving blue teams at a significant 
disadvantage.30 Firms must be aware of how malicious actors can use AI to attack 
their infrastructure to be able to defend against it. Banks and other financial 
institutions must conduct AI red-teaming to fortify their cyber defenses and 
proactively identify vulnerabilities. Given the systemic importance of these firms, 
the SEC should not allow third-party audits to suffice, but rather deploy multiple 
steps to ensure security and protection. 

	■ Ensure firms may move between different AI systems before they contract for 

one system. The sheer amount of computing power involved in generative AI 
means that most financial institutions will not develop their own systems in-house; 
instead, they will license software from a few competing nonfinancial institutions.31 
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It will be imperative that financial firms be able to move between different and 
competing AI systems to avoid lock-in. Accordingly, the SEC should make it a 
prerequisite of using AI that any system adopted from a third-party service provider 
allows for easy transition to a competing system upon the contract’s expiration. 
The SEC could require that brokers, exchanges, alternative trading systems, and 
clearinghouses ensure that there are many—for example, at least five—providers of 
AI software that provide for base interoperability before entering contracts, so that 
not all institutions are using the same one or two pieces of software.

	■ Require disclosure of annual resources dedicated to cybersecurity spending and AI 

risk management and compliance. Financial institutions must disclose their annual 
resources dedicated to cybersecurity and AI risk management and compliance 
for transparency and accountability. Given the escalating reliance on AI-driven 
technologies in financial services, the potential vulnerabilities and risks associated 
with cyber threats amplify significantly. The SEC should, accordingly, mandate 
brokers, exchanges, and clearinghouses to disclose their annual expenditures 
on cybersecurity and AI risk management and compliance. By mandating 
such disclosures, the SEC can gain valuable insights into the extent of a firm’s 
commitment to mitigating AI risk management.

Investment Advisers Act of 1940 

Relevant agency: Securities and Exchange Commission

Using this authority, the SEC should consider the following actions:

	■ Require that registered investment advisers’ (RIAs) AI systems used to make 

investment recommendations are explainable and operate in clients’ best 

interests. There may come a day when AI systems are used to make investment 
recommendations. Before that occurs, the SEC must make clear that any AI 
systems used for that purpose must comply with existing rules that require 
investment recommendations to be in clients’ best interests. Among other 
things, RIAs’ AI systems must be explainable to both expert and lay audiences 
and explain why their recommendations are not provided based on conflicts 
of interest. Furthermore, the SEC should require RIAs that use AI to make 
investment recommendations to periodically review those systems and ensure 
that examiners may review source code and dataset acquisition protocols.

	■ Require RIAs’ customer-facing AI systems to accurately respond to customer 

inquiries and execute transactions subject to strict investor protection 

standards, with RIAs periodically reviewing their customer-facing AI systems 

to ensure accuracy and explainability. As institutions begin using AI chatbots 
to communicate with customers, these systems provide clients with accurate 
information about their accounts, their firms’ policies and procedures, and the 
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law in a manner that is not misleading. In addition, as these AI systems begin to 
be used for more than simply providing information—such as executing customer 
trades—it is imperative that they accurately and effectively execute transactions 
according to customers’ wishes and execute only legal transactions within firms’ 
policies. The SEC must ensure that RIAs’ customer-facing AI systems are accurate 
and require periodic reviews of their systems to ensure accuracy.

	■ Ensure RIAs may move between different AI systems before they contract 

for one system. The sheer amount of computing power involved in generative 
AI means that most financial institutions will not be developing their systems 
in-house; instead, they will license software from a small number of competing 
nonfinancial institutions.32 It is imperative that RIAs are able to move between 
different and competing AI systems to avoid lock-in. Accordingly, the SEC 
should make it a prerequisite for using AI that any system adopted from a third-
party service provider allows for easy transition to a competing system upon 
the contract’s expiration. The SEC must require that RIAs ensure that there are 
many—for example, at least five—providers of AI software that provide for base 
interoperability before entering contracts, so that not all institutions are using the 
same one or two pieces of software.

Commodity Exchange Act 

Relevant agency: Commodity Futures Trading Commission

Using myriad authorities under the Commodity Exchange Act, the CFTC should 
consider the following actions:

	■ Require AI systems that are parts of futures commission merchants’, swap 

dealers’, or major swap participants’ capital, investment, or other risk management 

models to be explainable. Today, these entities use a variety of systems to automate 
their capital management strategies, evaluate investment opportunities, and 
mitigate risk. They will inevitably begin using AI for these and other purposes that 
significantly affect their profitability and stability. The CFTC should regulate its AI 
models and ensure that all AI systems are explainable to expert and lay audiences. 
The CFTC should also ensure that it and the National Futures Association’s 
examiners may review source code and dataset acquisition protocols. 

	■ Require futures commission merchants’ customer-facing AI systems to 

accurately respond to customer inquiries and execute transactions subject 

to strict investor protection standards. As institutions begin using AI chatbots 
to communicate with customers, these systems provide clients with accurate 
information about their accounts, their firms’ policies and procedures, and 
the law. In addition, as these AI systems begin to be used for more than simply 
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providing information—such as executing customer trades—it is imperative 
that they accurately and effectively execute transactions according to customers’ 
wishes and execute only transactions that are legal and within firms’ policies. 
The CFTC must ensure that futures commission merchants’ customer-facing AI 
systems are accurate in all respects and require periodic reviews of those systems 
to ensure accuracy and explainability.

	■ Require that FCMs’ AI systems used to make investment recommendations be 

explainable and operate in clients’ best interests. There may come a day when AI 
systems are used to make investment recommendations. Before that occurs, the 
CFTC must make clear that any AI systems used for that purpose must comply 
with existing rules that require investment recommendations to be in clients’ best 
interests. Among other things, AI systems must be explainable to expert and lay 
audiences and explain why recommendations are not provided based on conflicts 
of interest. Furthermore, the CFTC should require FCMs using AI to make 
investment recommendations, to periodically review those systems, and to ensure 
that examiners can review source code and dataset acquisition protocols.

	■ Require red-teaming of AI for swap dealers, exchanges, and clearinghouses. 
AI red-teaming is defined as “a structured testing effort to find flaws and 
vulnerabilities in an AI system, often in a controlled environment and in 
collaboration with developers of AI.”33 The largest firms should use red-
teaming for their AI products. In addition, they should run red team/blue team 
exercises and require the teams to incorporate AI into their efforts. Using AI 
can significantly increase the speed with which red teams can find and exploit 
vulnerabilities, leaving blue teams at a significant disadvantage.34 Firms must be 
aware of how malicious actors can use AI to attack their infrastructure to be able 
to defend against it. Banks and other financial institutions must conduct AI red-
teaming to fortify their cyber defenses and proactively identify vulnerabilities. 

	■ Require third-party AI audits for all institutions. All institutions should require 
AI audits. Larger institutions can bring this practice in-house, depending on the 
ecosystem that develops around AI audits. However, smaller financial institutions 
may lack the staff and funding for in-house expertise or AI red-teaming but 
still need to mitigate against AI risk. Accordingly, small institutions should be 
required to undergo AI security audits by outside consultants to determine where 
vulnerabilities lie. These audits help identify and address any vulnerabilities 
in AI systems that might be exploited by cyber threats, thus enhancing overall 
cybersecurity measures. Regulators should set out guidelines for appropriate 
conflict checks and firewall protocols for auditors. 

	■ Ensure firms can move between different AI systems before they contract 

for one system. The sheer amount of computing power involved in generative 
AI means that most financial institutions will not be developing their systems 
in-house; instead, they will license software from a few competing nonfinancial 
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institutions.35 It is imperative that financial firms are able to move between 
different and competing AI systems to avoid lock-in. Accordingly, the CFTC 
should make it a prerequisite for using AI that any system adopted from a 
third-party service provider allows for an easy transition to a competing system 
upon the contract’s expiration. The CFTC must require that all registrants and 
registered entities ensure that there are many—for example, at least five—
providers of AI software that provide for base interoperability before entering 
contracts, so that not all institutions use the same one or two pieces of software.

	■ Require disclosure of annual resources dedicated to cybersecurity and AI 

risk management and compliance. Financial institutions must disclose their 
annual resources dedicated to cybersecurity and AI risk management and 
compliance, which is crucial for transparency and accountability. Given the 
escalating reliance on AI-driven technologies in financial services, the potential 
vulnerabilities and risks associated with cyber threats amplify significantly. 
Accordingly, the CFTC should mandate that registrants and registered entities 
disclose their annual expenditures on cybersecurity and AI risk management and 
compliance. By mandating such disclosures, the CFTC can gain valuable insights 
into the extent of a firm’s commitment to mitigating AI risks.
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